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Expected duration in multilateral selection problems
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This paper treats the decision problem related to the observation of a
Markov process by decision makers. The information delivered to the play-
ers is based on the aggregation of the high-frequency data by some functions.
Admissible strategies are stopping moments related to the available informa-
tion. The payments are defined by the state at the time of stopping. The
players’ decision to stop has various effects which depend on the decision mak-
ers’ type (v. [3]). The knowledge about the type of the players is not public
and in this way, the payers have also different information. The details of
the description allow to formulate the problem as a Bayesian game with sets
of strategies based on the stopping times. It is an extension of the Dynkin’s
game related to the observation of a Markov process with the random assign-
ment mechanism of states to the players. The main question considered now
is the expected duration of each DM in the game (v. [1]). Some examples
related to the best choice problem (BCP) are analyzed (cf. [4] and [2]).
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